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1 Introduction 16 
A key purpose of the MiLCA consultation is to obtain views on the appropriate level 17 
of statistical uncertainty for adjusting the estimated GHG emissions reduction (see 18 
section 9.2 of the protocol) and the magnitude of adjustment that should be made 19 
for the different levels of data quality (see section 8 of the protocol). These 20 
supplementary materials have been written to assist reviewers with assessing these 21 
issues. They are for the consultation process only and will not be included in the final 22 
protocol. Readers are encouraged to familiarise themselves with the content of the 23 
draft protocol prior to reading this document. All definitions and acronyms are 24 
consistent with the draft protocol. 25 
 26 
This document has three sections in addition to this introduction. Section 2 provides 27 
background to the approaches used to make the adjustments for statistical 28 
uncertainty data quality. Section 3 presents sensitivity analysis of the impact of the 29 
confidence level (i.e. probability of exceedance), statistical uncertainty and data 30 
quality on 𝐺𝐻𝐺!"#!(#.%). The purpose of section 3 is to demonstrate to reviewers how 31 
the statistical confidence, statistical uncertainty of evidence used for calculations and 32 
data quality effect 𝐺𝐻𝐺!"#!(#.%). Section 4 provides a list of targeted questions for 33 
reviewers to respond to as part of the consultation process. 34 

2 Background  35 
2.1 Adjustment for uncertainty 36 
Adjusting an estimate of a GHG emissions reduction based on statistical uncertainty 37 
is an approach that has been used in climate change mitigation policies to ensure a 38 
conservative estimate of emissions reduction Integrating this approach into the 39 
protocol was done to provide a high degree of confidence that an emissions 40 
reduction had occurred and to incentivise the use of emissions reduction estimates 41 
for which there is relatively low statistical uncertainty. An independent review 42 
(Independent Pricing and Regulatory Tribunal, 2013) confirmed the success of the 43 
approach to achieve the latter objective for the New South Wales (Australia) 44 
Greenhouse Gas Reduction Scheme (GGAS) as indicated by the statement “The 45 
inclusion of a ‘discounting for uncertainty’ approach, sometimes referred to as the 46 
‘70% rule’, which discounted carbon estimates based on the level of uncertainty 47 
around those estimates, created a very tangible commercial driver for reducing error 48 
and uncertainty in measurement processes.”.  49 
 50 
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Discounting for uncertainty has been incorporated in policies and schemes in 51 
addition to the GGAS. Methods in the federal Australian government’s emission 52 
reduction scheme (the Australian Carbon Credit Unit (ACCU) scheme), for example 53 
the Soil Carbon Sequestration method, use statistical uncertainty as a basis for 54 
conservativeness. It is also a key requirement for methods developed by Verra (Verra 55 
Carbon Standard, 2022) and was also used by the Chicago Climate Exchange (CCX) 56 
while it was operational. 57 
 58 
The way statistical uncertainty is used to adjust an emissions reduction claim 59 
between the above examples differs from the application of the concept in the 60 
protocol. Those examples used the statistical uncertainty of field measurements or 61 
modelled estimates of soil carbon stocks, or avoided GHG emissions, to make the 62 
adjustment. In contrast, the protocol adjusts the estimated emissions reduction 63 
based on the statistical uncertainty of the scientific evidence used to support a claim 64 
of an emissions reduction. This approach has been used to ensure the protocol is 65 
workable and cost effective. As an example, if DMD of intake was required for 66 
calculations then would compel a dairy farmer to take a suitable number of pasture 67 
cuts prior to each grazing and send them for laboratory analysis – a time consuming 68 
and costly exercise that would make the protocol unworkable.  69 
 70 
The magnitude of the discount differs between schemes. For example, the GGAS 71 
credited reductions for the value for which there was a 70% chance of exceedance, 72 
the Soil Carbon method credits reductions for which there is a 60% chance of 73 
exceedance and the CCX discounted estimated sequestration by twice the reported 74 
standard deviation at 90% confidence interval. Verra uses a relatively complex 75 
approach that results in ~10% reduction in the abatement that can be claimed. For 76 
comparison, the 60% chance of exceedance used in the Soil Carbon method results in 77 
a reduction of ~16% to abatement that is awarded. The draft protocol was developed 78 
with an adjustment for uncertainty based on a 60% chance of exceedance. This value 79 
was chosen to illustrate the concept and calculation procedure and should not be 80 
considered a recommendation by the project team. Sensitivity analysis is presented 81 
in section 3 using the data from the worked exampled in Appendix C and Appendix D 82 
of the draft protocol to demonstrate the effect of changing the level of confidence 83 
on 𝐺𝐻𝐺!"#!(#.%). 84 

 85 
 86 
 87 
 88 
 89 
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2.2 Data quality approach 90 
The accuracy of a carbon footprint (CF) and/or GHG emissions reduction estimate is 91 
dependent on the quality of data that are used in calculations. In the context of this 92 
protocol, data quality is the relevance to the system being assessed of the primary or 93 
secondary data used in emissions reductions calculations. The approach for data 94 
quality adjustment integrated into the protocol adds statistical uncertainty to the 95 
calculations for 𝐺𝐻𝐺!"#!(#.%)except where the highest level of data quality (i.e. on-96 
farm data from the system being assessed) is used thereby increasing the prediction 97 
interval. As can be seen in equation in section 9.2, increasing the statistical 98 
uncertainty to the calculation results in a reduction in the claimable emissions 99 
reduction.  100 
 101 
The data quality adjustment was incorporated into the protocol for two purposes. 102 
The absence of an adjustment when the highest quality data is used incentivises 103 
users to collect high quality data with which to calculate a GHG emissions reduction 104 
claim. The second purpose was to minimise claims of greenwashing. Making industry 105 
wide claims of GHG emissions reductions based on data that has little to no 106 
relevance to the system being assessed would expose the protocol to criticism. 107 
Adjusting the claimable emissions reduction to account for the use of low-quality 108 
data removes this potential source of criticism.  109 
 110 
The approach used in the protocol is adapted from the global guidance for life cycle 111 
assessment (LCA; Ciroth et al., 2016) with the data quality categories and levels 112 
within each category modified to suit the protocol. The approach used here of 113 
generating a value that can add uncertainty to a calculation is also a modification of 114 
the LCA framework, the purpose of which is to estimate the confidence around a LCA 115 
model output using Monte Carlo analysis.  116 
 117 
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2.3 Location of data quality adjustment in equations 118 
The data quality adjustment has been incorporated into the variance of the 119 
equations used to calculate 𝐺𝐻𝐺!"#!(#.%). The intention behind this decision was that, 120 
where a multiple regression equation is used, the data quality of a datum used to 121 
populate an equation would adjust the relevant variance component. Feedback prior 122 
to consultation suggested that it may be more appropriate for the data quality 123 
adjustment to be applied to the mean value (i.e. 𝑥̅" where results from an 124 
experiment that compares two means is used (Equation 3 of the protocol), or 	𝑦	'  125 
where a regression approach is used). Locating the data quality adjustment within 126 
the variance term means technologies with experimental results that have a 127 
relatively high statistical uncertainty receive a greater adjustment than a technology 128 
with experimental results that have a relatively low statistical uncertainty. However, 129 
the claimable GHG emissions reduction is also determined by the quality of the 130 
primary and/or secondary data used in the calculation, as discussed in section 8 of 131 
the protocol, and the quality of these data is independent of the experiment that 132 
was conducted to assess the GHG emissions reduction associated with the 133 
implementation of the technology. Hence, it may be more appropriate to apply the 134 
data quality adjustment to the mean value. 135 
 136 

3 Sensitivity analysis 137 
 138 
3.1 Statistical uncertainty and probability of exceedance 139 
Sensitivity analysis was done to assess the impact of statistical uncertainty and the 140 
probability of exceedance (p) on 𝐺𝐻𝐺!"#!(')  using data from the worked examples of 141 
the draft protocol. To demonstrate the impact of statistical uncertainty on 142 
𝐺𝐻𝐺!"#!('), the data used in the worked examples of the drat protocol were adjusted 143 
to be 0.5 1.5 or 2 times the reported statistical uncertainty. To demonstrate the 144 
impact of p, and interactions with statistical uncertainty, on 𝐺𝐻𝐺!"#!('), 𝐺𝐻𝐺!"#!(')  145 
was calculated for p values of 0.6, 0.7, 0.8, 0.9 and 0.95 for all levels of statistical 146 
uncertainty. 147 
 148 
For the calcium cyanimide example, with no change to the reported statistical 149 
uncertainty, an increase in p from 0.6 to 0.95 resulted in an approximately 7-fold 150 
increase in 𝐺𝐻𝐺!"#!(')  (Table 1). At a p of 0.9, 𝐺𝐻𝐺!"#!(')   is greater than 1, so there 151 
would be no claimable emissions reduction associated with the use of calcium 152 
cyanimide.  153 
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The decrease or increase in 𝐺𝐻𝐺!"#!(') 	associated with a change in statistical 154 
uncertainty reflected the magnitude of the change in uncertainty (e.g. a doubling in 155 
uncertainty doubled 𝐺𝐻𝐺!"#!(')). When the statistical uncertainty was assumed to be 156 
twice that reported for the relevant experiment, the p at which a GHG emissions 157 
reduction could no longer be claimed reduced to 0.8.  158 
 159 
Table 1 𝐺𝐻𝐺!"#!(#)  (and difference from SE) for the calcium cyanimide analysis presented in 160 
Appendix C of the draft protocol assuming 0.5, 1, 1.5 and 2 times statistical uncertainty (SE), 161 
p of 0.6, 0.7, 0.8, 0.9 and 0.95 and no data quality adjustment.  162 

P Statistical uncertainty 
     
  0.5 SE SE 1.5 SE 2 SE 

0.6 0.11(-0.11) 0.22(0) 0.32(0.1) 0.43(0.21) 
0.7 0.23(-0.22) 0.45(0) 0.67(0.22) 0.89(0.44) 
0.8 0.37(-0.37) 0.74(0) 1.11(0.37) 1.47(0.73) 
0.9 0.60(-0.60) 1.20(0) 1.80(0.60) 2.40(1.20) 

0.95 0.84(-0.83) 1.67(0) 2.5(0.83) 3.33(1.66) 

 163 
For the 3-NOP example, doubling the statistical uncertainty increased 𝐺𝐻𝐺!"#!(')by 164 
between 1 and 5%. Halving the statistical uncertainty reduced 𝐺𝐻𝐺!"#!(')  by 165 
between 1 – 4%. Increasing the p value reduced the claimable emissions reduction, 166 
with 𝐺𝐻𝐺!"#!(#.())23% greater than the unadjusted median value (i.e. 𝐺𝐻𝐺!"#!(#.)); 167 
data not shown) and 18% greater than the value for 𝐺𝐻𝐺!"#!(#.%)used in the worked 168 
example.  169 
 170 
Table 2 𝐺𝐻𝐺!"#!(#)  (and difference from RMSE) for the 3-NOP analysis presented in Appendix 171 
D of the draft protocol assuming 0.5, 1, 1.5 and 2 times statistical uncertainty (RMSE), p of 172 
0.6, 0.7, 0.8, 0.9 and 0.95 and no data quality adjustment.  173 

P Statistical uncertainty 
     
  0.5 RMSE RMSE 1.5 RMSE 2 RMSE 

0.6 0.55(-0.01) 0.56(0.00) 0.56(0.00) 0.56(0.00) 
0.7 0.56(-0.02) 0.58(0.00) 0.58(0.00) 0.59(0.01) 
0.8 0.58(-0.02) 0.60(0.00) 0.61(0.01) 0.62(0.02) 
0.9 0.60(-0.03) 0.63(0.00) 0.65(0.02) 0.67(0.04) 

0.95 0.62(-0.04) 0.66(0.00) 0.69(0.03) 0.71(0.05) 
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3.2 Data quality  174 
For the data quality sensitivity analysis, data from both worked examples were used 175 
to calculate 𝐺𝐻𝐺!"#!(')  assuming all data used were either highest quality, level 2, 176 
level 3 or lowest quality, for p of 0.6, 0.7, 0.8, 0.9 and 0.95.   177 
 178 
Sensitivity for the CaCN2 worked example (Table 3) and for the 3-NOP worked 179 
example (Table 4) showed that 𝐺𝐻𝐺!"#!(')  increased as data quality decreased, 180 
hence the claimable emissions reduction became more conservative as data quality 181 
decreased for all values of p. Further, the difference in 𝐺𝐻𝐺!"#!(')  between the 182 
highest and lowest levels of data quality was greater for relatively high levels of p 183 
compared to relatively low levels of p. Moving from the highest to lowest quality of 184 
data when p = 0.6 reduced the claimable emissions reduction by 22 and 2%, for 185 
CaCN2 and 3-NOP respectively, and that increased to a 17% reduction when p = 0.95 186 
for 3-NOP.  187 
 188 
Increasing p for the CaCN2 example resulted in no claimable emissions reduction with 189 
p = 0.95 when the highest quality data was used and p = 0.8 when the lowest quality 190 
data was used. For the 3-NOP example, increasing p from 0.6 to 0.95 reduced the 191 
claimable emission reduction by 18% when the data quality was highest and 43% 192 
when data quality was lowest.  193 
 194 
These results demonstrate that data quality can have a greater impact on 𝐺𝐻𝐺!"#!(')  195 
than statistical uncertainty of the experimental results being assessed by the 196 
protocol. Further, by comparing the results for CaCN2 and 3-NOP, that used 197 
experimental results with different levels of statistical uncertainty, it is clear that the 198 
change in 𝐺𝐻𝐺!"#!(')  associated with a decline in data quality was influenced by the 199 
uncertainty of the experimental results. 200 
 201 
 202 
Table 3 𝐺𝐻𝐺!"#!(#)  (and difference from highest data quality level) for the calcium cyanimide 203 
analysis presented in Appendix C of the draft protocol assuming data quality levels from 204 
highest (i.e. no data quality discount) to lowest, with p of 0.6, 0.7, 0.8, 0.9 and 0.95.  205 

p Data quality 
  Highest Level 2 Level 3 Lowest 

0.6 0.14(0) 0.19(0.05) 0.26(0.12) 0.33(0.19) 
0.7 0.29(0) 0.4(0.11) 0.54(0.25) 0.7(0.41) 
0.8 0.48(0) 0.66(0.18) 0.88(0.4) 1.15(0.67) 
0.9 0.78(0) 1.07(0.29) 1.44(0.66) 1.87(1.09) 

0.95 1.09(0) 1.49(0.4) 1.99(0.9) 2.6(1.51) 
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 206 
 207 
Table 4 𝐺𝐻𝐺!"#!(%)  (difference from highest data quality level) for the 3-NOP analysis 208 
presented in Appendix D of the draft protocol assuming data quality levels from highest (i.e. 209 
no data quality discount) to lowest, with p of 0.6, 0.7, 0.8, 0.9 and 0.95.  210 

p Data quality 
  Highest Level 2 Level 3 Lowest 

0.6 0.56(0.00) 0.56(0.00) 0.57(0.01) 0.58(0.02) 
0.7 0.58(0.00) 0.59(0.01) 0.61(0.03) 0.63(0.05) 
0.8 0.60(0.00) 0.62(0.02) 0.65(0.05) 0.68(0.08) 
0.9 0.63(0.00) 0.67(0.04) 0.71(0.08) 0.76(0.13) 

0.95 0.66(0.00) 0.71(0.05) 0.76(0.10) 0.83(0.17) 
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3.3 Discussion 211 
Key points from the analysis above 212 
 213 
Where an increase in the p value used to calculate 𝐺𝐻𝐺!"#!(')  results in no claimable 214 
GHG emissions reduction it is due to the statistical uncertainty of experimental results 215 
being relatively high. 216 
 217 
For the CaCN2 example, no emissions reduction could have been claimed when the p 218 
value increased to 0.95 when the highest data quality was assumed. It needs to be 219 
considered that; 220 

- The experiment that provided the results for the CaCN2 example had a 221 
relatively low number of replicates (n). The low n resulted in a higher critical t 222 
value than would have been generated if a greater n had been used in the 223 
experiment,  resulting in a relatively 𝐺𝐻𝐺!"#!(#.()) . This was demonstrated by 224 
calculating 𝐺𝐻𝐺!"#!(#.())  using the data for the CaCN2 example but assuming n 225 
= 20. When n = 20, the critical t value changed from 2.35 to 1.72 and reduced 226 
𝐺𝐻𝐺!"#!(#.())  from 1.09 to 0.88 (data not shown). 227 

- The SE of the control group from the experiment was relatively high (~ 50% of 228 
the mean) and would have been lower if n was greater, as SE is a function of n. 229 
The reason that the results from the experiment were significant at the 230 
required level (p < 0.05) is because the effect of the CaCN2 on methane 231 
emissions was so strong. 232 

 233 
Hence, we can consider that no claimable emissions reduction occurring when p = 234 
0.95 for the CaCN2 example was primarily the result of an experimental design with 235 
low n resulting in relatively high statistical uncertainty, as opposed to the calculation 236 
method being inappropriate.  237 
 238 
In contrast to CaCN2 experimental results, the results relied upon for the 3-NOP 239 
worked example were more statistically robust. This resulted in a claimable 240 
emissions reduction from the use of 3-NOP even when the lowest quality data was 241 
used. 242 
 243 
The data quality adjustment can have a greater impact on 𝐺𝐻𝐺!"#!(')  than the 244 
adjustment for statistical uncertainty and the effect of data quality is dependent on 245 
statistical uncertainty. 246 
 247 
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The results presented here demonstrate that data quality can have a greater impact 248 
than p on 𝐺𝐻𝐺!"#!(')  and because the data quality adjustment is located within the 249 
variance term, the magnitude of the data quality adjustment is dependent on the 250 
statistical uncertainty of the evidence used for calculations as demonstrated by the 251 
sensitivity analysis presented above.  252 
 253 
Moving the data quality adjustment to the mean value (i.e. 𝑥̅" or 	𝑦	' ) may still result 254 
in data quality having a greater effect on 𝐺𝐻𝐺!"#!(')  and this would be dependent on 255 
the values used to adjust the mean value for data quality. However, the data quality 256 
adjustment would be more consistent between farms that are assessed because it is 257 
not magnified by the statistical uncertainty of the experimental results used to 258 
calculate the GHG emissions reduction.  259 

 260 

4 Targeted questions 261 
Below is a list of targeted questions for reviewers to consider and, where necessary, 262 
provide feedback on the supplied form.  263 
 264 

1. Considering the information above, and any additional information the reader 265 
has access to that they may feel is relevant, what is the appropriate value for 266 
p? 267 

 268 
The draft protocol used p = 0.6 as a starting point for the process of determining the 269 
appropriate value for p. Keeping in mind that experimental results used to calculate 270 
𝐺𝐻𝐺!"#!(')  shall have demonstrated a statistically significant (p < 0.05) 271 
difference/relationship, the p value determines the discount on a claimable 272 
emissions reduction based on the distribution of expected values from the statistical 273 
analysis. The most appropriate way to consider this question is “how confident do 274 
we want to be in the claimed emissions reduction?”. Where p = 0.6 we can be 275 
confident that the claimed GHG emissions reduction for a given piece of evidence, 276 
prior to adjustment for data quality, will be less than the actual GHG emissions 277 
reduction 60% of the time. For p = 0.95 we can confident that this will occur 95% of 278 
the time. The appropriate value for p needs to be determined and needs to reflect 279 
the level of confidence that an emission reduction has occurred required by a supply 280 
chain and/or policy to inform decisions. 281 
 282 

2. What is the minimum applicable data quality for each data category? Are data 283 
that are the equivalent of IPCC tier 1 data suitable? Are data that have a data 284 
quality that is lower than IPCC tier 1 in any data quality category appropriate? 285 
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 286 
Adjusting an emissions reduction for data quality makes the estimate more 287 
conservative and increases the confidence that the claimed GHG emissions reduction 288 
will be less than the actual GHG emissions reduction. For the CaCN2 and 3-NOP 289 
worked examples, the values for 𝐺𝐻𝐺!"#!(#.%)  calculated in the worked examples are 290 
the equivalent to being confident that the claimed GHG emissions reduction will be 291 
less than the actual GHG emissions reduction 72% and 65%, respectively (i.e. the 292 
data quality adjustment added a 12 and 5% increase in confidence level for CaCN2 293 
and 3-NOP, respectively).  294 
  295 
When sourcing data to calculate a claimable emissions reduction a minimum quality 296 
of data needs to be determined. The current suggestions for suitable data qualities 297 
for each category are shown in Appendix A of the draft protocol. Consideration of 298 
the minimum level of data quality that can be used in the protocol needs to be made. 299 
The IDF carbon footprinting guidance allows the use of tier 1 IPCC data when 300 
calculating carbon footprints so allowing the equivalent of tier 1 data to calculate an 301 
emissions reduction would be consistent with the IDF guidance. For reference, IPCC 302 
tier 1 data, depending on what it represents, would be the equivalent of data quality 303 
levels of 2, 5, 4, 4 for Data source, System Likeness, Temporal and Geographical 304 
categories, respectively. The GHG Protocol, a set of standards and tools designed to 305 
facilitate the tracking of emissions reductions, also allows the use of tier 1 data.  For 306 
clarity, data quality levels of 3 or lower for Data source and 5 for Geographical as 307 
shown in Appendix B of the draft protocol are lower than IPCC tier 1 data.  308 
 309 

3. Is locating the data quality adjustment inside the variance term appropriate?  310 
 311 
Locating the data quality adjustment inside the variance term means technologies 312 
with experimental results that have a relatively high statistical uncertainty receive a 313 
greater adjustment than a technology with experimental results that have a 314 
relatively low statistical uncertainty. However, the quality of the data used to 315 
calculate a claimable GHG emissions reduction is independent of the experiment that 316 
was conducted to assess the GHG emissions reduction associated with the 317 
implementation of the technology. Hence, it may be more appropriate to apply the 318 
data quality adjustment to the mean value. Adjusting the mean value for data quality 319 
will also make the magnitude of the adjustment more consistent across technologies 320 
because it will not be dependent on the variance.  321 
 322 

4. Is the magnitude of the data quality adjustment that occurs for each level of 323 
data quality adjustment appropriate (Appendix B of protocol)?  324 
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 325 
The value used for each level of data quality determines the adjustment that is made 326 
for the quality of data to increase conservativeness. The values included in Appendix 327 
B of the draft protocol are suggested values. The impact of the value for the lowest 328 
quality data needs to be assessed to determine whether the adjustment for that 329 
level of data is appropriate. Table 5 shows the increase in the confidence that a 330 
claimed emissions reduction will be less than the actual emissions reduction that 331 
occurs as data quality declines, relative to the highest level of data quality that has a 332 
confidence level of 60%. It shows that when the lowest data quality is used then the 333 
confidence increases by a maximum 19% and 18% 3-NOP and CaCN2, respectively, or 334 
the equivalent of a 79% and 78% confidence level. It also shows that the increase 335 
was greatest when p = 0.7.  336 
 337 
Note, this question should be considered independently of question 3. If the DQ 338 
adjustment is moved to the mean, then the values for the data quality adjustment 339 
will be modified to ensure the relative change due to data quality will remain 340 
relatively unchanged. 341 
 342 
Table 5 Increase in confidence that a claimed emissions reduction will be less than the actual 343 
emissions reduction for all levels of data quality relative to the highest level of data quality 344 
for 3-NOP/CaCN2 for p of 0.6, 0.7, 0.8, 0.9 and 0.95. 345 

 346 
p Data quality 

  Highest Level 2 Level 3 Lowest 
0.6 0/0 4/4 8/8 13/12 
0.7 0/0 6/6 13/12 19/18 
0.8 0/0 7/7 14/12 17/16 
0.9 0/0 6/5 9/8 10/9 

0.95 0/0 4/3 5/4 5/5 
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 347 
 348 

5. Are the statistical approaches described by the equations in the draft protocol 349 
appropriate for their intended purpose? Do the equations cover the possible 350 
statistical analyses that could be used to analyse experiments to assess the 351 
efficacy of a technology? 352 
 353 

The purpose of the equations in the draft protocol are to ensure that the claimable 354 
GHG emissions reduction is conservative. The issues of p value and data quality have 355 
been addressed in questions 1 – 3 (above) so this question relates to the statistical 356 
approach only, in particular the use of the prediction interval and the critical t score 357 
to adjust the GHG emissions reduction based on the statistical uncertainty of the 358 
evidence used.  359 
 360 

6. What is the appropriate number of experiments required to demonstrate 361 
efficacy in an emissions reduction technology? Do any additional 362 
requirements need to be included when using a carbon credit method to 363 
demonstrate efficacy? 364 

 365 
The draft protocol requires a minimum of three sets of experimental results to be 366 
presented to demonstrate efficacy of a technology. This criteria is met when using a 367 
meta-analysis because a meta-analysis will require the use of more than three sets of 368 
experimental results. Further, a method developed for a carbon credit scheme would 369 
also likely require multiple studies to support the development of the method 370 
however there is no specific requirement for this in the ICROA guidance.  371 
 372 

7. Does the draft protocol achieve the purpose of ensuring emissions reductions 373 
associated with the implementation of a technology in a diary system are 374 
conservative and defensible? 375 

 376 
The draft protocol uses a number of techniques to ensure that a claimed emissions 377 
reduction is conservative and defensible, and it needs to be decided whether these 378 
techniques, when combined, achieve that objective.  379 
 380 
The techniques used in the draft protocol are; 381 

- Demonstrating confidence in the efficacy of the technology (i.e. more than 382 
one study is required to demonstrate a statistically significant GHG emissions 383 
reduction for a technology to be considered efficacious) 384 

- Ensuring that the research relied upon for calculations: 385 
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o Has a statistically significant (p < 0.05) difference or relationship 386 
o Is published in a credible scientific journal 387 
o Is conducted under conditions that allow results to be transferred to a 388 

commercial system. 389 
- Where a carbon credit method is used to demonstrate efficacy or as the basis 390 

of calculations, that method is part of a scheme that is accredited by the 391 
International Carbon Reduction and Offsetting Accreditation program 392 

- Experimental results, results of a meta-analysis or a carbon credit method 393 
used to calculate a claimable GHG emissions reduction are relevant to the 394 
system being assessed. 395 

- An emissions reduction is adjusted for the quality of data used to calculate the 396 
emissions reduction. 397 

- The emissions reduction is adjusted for the statistical uncertainty of the 398 
evidence used to calculate an emissions reduction.  399 
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